Docking Prediction Using Biological Information, ZDOCK Sampling Technique, and Clustering Guided by the DFIRE Statistical Energy Function
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ABSTRACT We entered the CAPRI experiment during the middle of Round 4 and have submitted predictions for all 6 targets released since then. We used the following procedures for docking prediction: (1) the identification of possible binding region(s) of a target based on known biological information, (2) rigid-body sampling around the binding region(s) by using the docking program ZDOCK, (3) ranking of the sampled complex conformations by employing the DFIRE-based statistical energy function, (4) clustering based on pairwise root-mean-square distance and the DFIRE energy, and (5) manual inspection and relaxation of the side-chain conformations of the top-ranked structures by geometric constraint. Reasonable predictions were made for 4 of the 6 targets. The best fraction of native contacts within the top 10 models are 89.1% for Target 12, 54.3% for Target 13, 29.3% for Target 14, and 94.1% for Target 18. The origin of successes and failures is discussed. Proteins 2005;60:314–318.

INTRODUCTION

CAPRI provides a challenging opportunity for testing the sampling accuracy of searching algorithms and the quality of scoring functions to rank near-native conformations.1,2 Recently, we developed a statistical energy function based on the reference state of distance-scaled, finite, ideal gases (DFIRE) using a structural database of single-chain proteins.3 The initial application of the energy function to protein–protein (peptide) binding affinity and yield high success rates in discriminating native complex structures from decoys and dimeric interfaces from crystal interfaces.4 This spurred our interest to apply it for the selection of near-native conformations in docking prediction. Because we have not yet developed our own sampling methods, we used the well-established ZDOCK program.5 The methods used and the results of 6 targets are discussed in detail below.

METHODS

The following steps were used to produce the top 10 models of complex structures for CAPRI targets:

1. Determination of possible binding regions via prior knowledge: For each target, we collected all possible biological and structural information by literature and homology search.6,7

2. Rigid-body sampling around the proposed binding regions: ZDOCK5 was used to generate 2000 conformations around each hypothesized binding region by blocking the residues not belonging to the region. For a target without any known information, a complete sampling over the entire surface of target proteins was performed. The default parameters and 10° rotational sampling interval of ZDOCK were used.

3. Scoring by the DFIRE-based energy function: The binding affinities of the conformations generated by ZDOCK were calculated by using the DFIRE-based all-atom statistical energy function.3,4 Only interacting residue pairs (that have at least 1 pair of heavy atoms within 4.5 Å of each other) between receptor and ligand were used in binding calculation.4

4. Energy-guided clustering: The conformations were ranked by the DFIRE energy. The first cluster contains the structures that are within 5 Å root-mean-square distance (RMSD) from the lowest energy structure. The RMSD value is based on Cα atoms. Only residues belonging to the hypothesized binding region were used to calculate RMSD. For those targets whose binding regions are unknown, all-residue (overall) RMSD was used. The next cluster is based on the clustering around the lowest energy structure from the remaining confor-
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mations. This procedure was repeated until the top 15 clusters are obtained. For each cluster, the conformation with the lowest DFIRE-energy is used as the representative structure for further analysis.

5. Manual investigation: All 15 representative structures were inspected individually. Structures were discarded or reranked if they are not consistent with prior knowledge or similar to the conformation with lower binding energy. The latter was to increase the structural diversity for the top 10 predicted structures. The number of atomic clashes was also reduced by using a simple geometric constraint for side-chains before a predicted model was submitted.

**RESULTS**

The overall performance of our best predictions for each target is summarized in Table I. We provided close solutions for T12, T13, and T18, with more than 50% of native contacts correctly predicted. The best submitted model for T14 has a 1.7 Å interface RMSD, although it only correctly predicted 46 of 157 contacts. The predictions for T10 and T19 were unsuccessful.

**Target 10 [Trimeric Form of the Tick-Borne Encephalitis Virus (TBEV) Envelope Protein]**

For this symmetric trimer, we assumed each subunit to be parallel to virus surface and have equal contact area with the virus surface based on limited literature information available. We thus manually arranged these subunits in a symmetric starlike or trianglelike form, and adjusted the distance of each subunit to the center to maximize the contact area between the subunits. These assumptions led to predictions that are far from the native complex structure in which each subunit is perpendicular to the virus surface.

**Target 12 (Unbound Cohesin–Bound Dockerin)**

Early studies suggested that the binding region between cohesin and dockerin is well conserved through hydrophobic interaction of surface residues. Thus, we constrained rigid-body sampling (step 1) around the solvent-exposed area of helices 1 and 3 of dockerin and the solvent-exposed area of β-strands 3, 5, 6, and 8 (including loops 2-3, 4-5, 5-6, and 6-7) of cohesin.

After we score and cluster the 2000 generated conformations, the second cluster was manually reranked as the third model, so that the reranked second model is structurally more different from the first model. This was done despite the fact that the DFIRE energy of the representative structure in the second cluster is almost identical to that of the first cluster. The difference was less than 0.02%. The third model (originally the second cluster) was shown to be a high-quality prediction with an interface RMSD of 0.6 Å, and 49 of 55 residue contacts correctly predicted compared to the native (Fig. 1(A)). Although the first model has essentially the same energy score as the third model, the former contains only 6 of 55 correct contacts and has an interface RMSD of 7.37 Å. The interface patches, however, were mostly predicted for this model (58% and 71% of dockerin and cohesin, respectively). In addition to model 1 and model 3, model 8 has more than 23% fraction of native contacts and an interface RMSD of 2.97 Å.

**Target 13 [Unbound Surface Antigen 1 (SAG1)–Bound Antibody]**

The publication of SAG1 crystal structure revealed a homodimeric configuration with the glycosylphosphatidylinositol (GPI)-anchored site located in the D2 domain. However, polymorphism (a possible indicator of immune pressure) was detected only in the D2 domain (membrane proximal part) rather than in the D1 domain (membrane distal part) of SAG1 alleles. Thus, we did not restrict the sampling to the membrane distal portion of SAG1, the region that is spatially more favorable to accommodate the antibody. In addition, it is not clear if SAG1 exists in a homodimeric form when it binds to the FAB. Thus, the dimeric interface was also not blocked from sampling. Only the complementarity determining region (CDR) of the antibody was used as the prior knowledge in subsequent sampling, scoring, and clustering steps.

Only model 9 among the 10 predictions was a reasonable prediction compared to the native. The model correctly identified 38 of 70 contacts and almost all the residues in...
the interface of both ligand and receptor (93.8% and 96.0%, respectively) ([Fig. 1(B)]. The rank of this model based on the DFIRE energy is 26th in the 2000 docked conformations. The clustering of the 2000 conformations promoted its rank to the 12th cluster. After manual refinement, the model was finally ranked as 9th by removing 3 other models that are either similar to the better ranked models or docked to the region around GPI-anchored site—the same region that may be occupied by the membrane.

**Target 14** [Unbound Protein Phosphatase-1 (PP1ffi)–Bound Myosin Phosphatase–Targeting Subunit (MYPT1)]

There is a rich body of biological information available for PP1. The crystal structure of PP1γ-RVxF peptide is also available. Based on the binding interface between RVxF peptide and PP1, we used only residues 28–41 of MYPT1 (RVxF motif region), as well as residues 241–300 of PP1β (the hydrophobic channel of β-sandwich) for docking and further analysis.

Model 1 [Fig. 1(C)] was chosen from 2000 conformations because of its similarity to the complex structure of RVxF peptide and PP1, its tight fit between docking partners, and its relatively low DFIRE energy (ranked 160th in 2000 conformations). Model 2, on the other hand, was created purely based on the structural alignment to the RVxF–PP1 complex. The two models have interface RMSDs of 1.72 Å and 3.65 Å, respectively. We also attempted to select and refine other models into more compact conformations, but none of them turned out to be correct predictions as compared to the native, although all of them (3rd–10th submissions) are representative structures with lower DFIRE energy. Manual intervention led to 2 acceptable models. However, strict use of available information might have prohibited us from sampling higher quality models. This is reflected in low false positives (2.6% and 9.5% for ligand and receptor, respectively) but high false-negative native contacts (51.3% and 44.1% for ligand and receptor, respectively).

**Target 18** [Unbound Aspergillus niger Xylanase–Bound Triticum aestivum Xylanase Inhibitor (TAXI)]

There was no biological information about the structure of TAXI. On the contrary, the crystal structure and site-directed mutagenesis have suggested that the pos-
sible binding modes of xylanase are located around the region involving the “thumb” hairpin loop (for XIP-I inhibition) and cleft (for substrate binding). However, unaware of whether TAXI and XIP-I (both are xylanase inhibitors with unrelated structure) share similar inhibition mechanism (and thus share similar binding mode in xylanase), we chose not to block any residues for subsequent docking analysis. Actually, most of the low DFIRE energy conformations generated are involved around the thumb portion (consistent with the explanation that inhibition occurs by preventing substrate from accessing the catalytic cleft\textsuperscript{19}). Seven of the 10 predictions we submitted correctly identified more than 55% of interface patch in xylanase, and most of them are high in rank (the top 6).

Our second model correctly predicted 64 of 68 native contacts and more than 93% interface residues of both docking partners, with an interface RMSD 2.22 Å from the native\textsuperscript{20} (Fig. 1(D)). Its DFIRE energy was 17th of the 2000 and ranked 7th after energy guided-clustering. We submitted it as the second model after manual investigation, because the interface between xylanase and TAXI in this conformation is well packed.

**Target 19 (Unbound Ovine Prion–Bound Antibody)**

We found 3 known epitopes for the unbound ovine prion between residues 121 and 230: residues 132–156\textsuperscript{21}–\textsuperscript{23} 163–171\textsuperscript{23} and 220–231\textsuperscript{22}. Thus, we performed 4 rounds of docking sampling: CDRs versus epitope I, CDRs versus epitope II, CDRs versus epitope III, and CDRs versus the entire surface of prion. Two models were selected from CDR versus each epitope and 4 from CDRs versus the entire surface of prion. These selections were based on a total of 8000 conformations. However, there was no near-native structure in these 8000 conformations (interface RMSD \(I_{\text{max}} < 6\) Å). This is in fact because FAB binds to a new epitope (residues 188–199).\textsuperscript{24} The sampling based on the entire prion surface was also not successful. The best model submitted has only 2 of 81 native contacts.\textsuperscript{24} Given the small size of the prion (only 118 native contacts), a fifth round of sampling in the region between epitopes II and III (i.e., residues 175–215) might improve the sampling result. The use of NMR structure for prion also led to the poorer sampling (see Discussion section).

**DISCUSSION**

As indicated in Table I, the method used here yields a reasonable answer within the top 10 models for 4 of 6 targets. Two poorly predicted cases are due to the false assumption about the possible binding region and the unsuccessful strategy to generate near-native conformations. To various extents, the prior knowledge was useful for all 4 targets. The ZDOCK sampling method with default setting is shown to be adequate for most targets: The exception for Target 19 is largely due to the use of prion model from NMR structure. Results from Weng’s group on the same target indicate that building a homology model of prion from a crystal structure yielded a substantially more accurate sampling by ZDOCK.\textsuperscript{25}

The DFIRE energy function used here generally ranks near-native structures among the top 30 of 2000. For example, the best predictions we made for T12, T13, and T18 are ranked 2nd, 26th, and 17th in energy, respectively. The energy-guided clustering can further improve the ranking of the best near-native structures from 26th to 12th for T13, and 17th to 7th for T18. We found that the cluster size for model 3 of T12 is the smallest among the top 10 predictions, but the cluster size for model 9 of T13 is the largest. Thus, a combination of size-based and energy-based ranking, with flexible cluster radius, might be useful to further improve the prediction.

The performance of the DFIRE-based statistical energy function in detecting near-native structures is far from perfect. This is in sharp contrast to the fact that the DFIRE energy function can give a highly accurate prediction of binding affinity (a correlation coefficient of 0.87 and an RMSD of 1.76 kcal/mol with 69 experimental data points\textsuperscript{15}). One possible reason is that many near-native conformations generated by ZDOCK have a large number of atomic clashes, which may have degraded the performance of DFIRE somewhat. Close examination indicates that DFIRE only gives good ranks for those near-native structures with a small number of atomic clashes. Thus, application of DFIRE to RDOCK decoys\textsuperscript{26} that remove atomic clashes may further improve the results. Another possible reason is because statistical potentials are trained on native structures only. Moreover, pairwise interaction in the absence of explicit solvation makes highly compact, globular-shaped structures more favorable. Developing an accurate and efficient energy function for docking prediction continues to be a challenging task in the foreseeable future.
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